Population pharmacokinetics of oral diclofenac for acute pain in children
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WHAT IS ALREADY KNOWN ABOUT THIS SUBJECT

• Diclofenac is an effective oral analgesic for acute postoperative pain. In adults 25 mg is half as effective as 50 mg, but 50 mg and 100 mg are similarly effective (ceiling effect). Diclofenac has linear pharmacokinetics in this range.

• Diclofenac is frequently used ‘off-label’ in children for acute pain but optimum dosing is unclear (dosing of diclofenac in clinical paediatric studies ranges from 0.5–2.5 mg kg\(^{-1}\)). There is currently no licensed oral paediatric formulation of diclofenac.

WHAT THIS STUDY ADDS

• Using a new diclofenac oral suspension, a dose of 1 mg kg\(^{-1}\) in children aged 1 to 12 years gives a similar exposure to 50 mg in adults; paediatric patients are unlikely to benefit from higher doses.

AIMS

To develop a population pharmacokinetic model for a new diclofenac suspension (50 mg 5 ml\(^{-1}\)) in adult volunteers and paediatric patients, and recommend a dose for acute pain in children.

METHODS

Blood samples were drawn at the start and end of surgery, and on removal of the venous cannula from 70 children (aged 1 to 12 years, weight 9 to 37 kg) who received a preoperative oral 1 mg kg\(^{-1}\) dose; these were pooled with rich (14 post-dose samples) data from 30 adult volunteers. Population pharmacokinetic modelling was undertaken with NONMEM. The optimum adult dose of diclofenac for acute pain is 50 mg. Simulation from the final model was performed to predict a paediatric dose to achieve a similar AUC to 50 mg in adults.

RESULTS

A total of 558 serum diclofenac concentrations from 100 subjects was used in the pooled analysis. A single disposition compartment model with first order elimination and dual absorption compartments was used. The estimates of CL/F and V\(_D\)/F were 53.98 l h\(^{-1}\) 70 kg\(^{-1}\) and 4.84 l 70 kg\(^{-1}\) respectively. Allometric size models appeared to predict adequately changes in CL and V\(_D\) with age. Of the simulated doses investigated, 1 mg kg\(^{-1}\) gave paediatric AUC\(_{\text{512h}}\) to adult 50 mg AUC\(_{\text{512h}}\) ratios of 1.00, 1.08 and 1.18 for ages 1–3, 4–6 and 7–12 years respectively.

CONCLUSIONS

This study has shown 1 mg kg\(^{-1}\) diclofenac to produce similar exposure in children aged 1 to 12 years as 50 mg in adults, and is acceptable for clinical practice; patients are unlikely to obtain further benefit from higher doses.
Introduction

The non-steroidal anti-inflammatory drug (NSAID) diclofenac is widely used to manage acute pain in children [1], but there is no licensed paediatric oral formulation in the UK, and dosing is yet to be properly established. Published clinical studies use single doses ranging from 0.5 [2] to 2.5 mg kg\(^{-1}\) [3]. Clinical experience suggests that doses over 1 mg kg\(^{-1}\) may be more effective in children but the optimum dose is still a matter for debate [4].

Adult clinical studies suggest a ceiling effect in the dose–response curve with 25 mg being about half as effective as 50 mg, and 50 mg being similarly effective to 100 mg for acute postoperative pain [5]. Diclofenac has linear pharmacokinetics in this range, AUC increasing proportionally with dose [6], so this ceiling effect could be related to saturation of the target enzyme.

The main mode of analgesic action of diclofenac is through potent inhibition of cyclo-oxygenase-2 (COX-2) causing a decrease in the conversion of arachidonic acid into inflammatory prostaglandins [7]. Diclofenac displays time-dependent inhibition of COX-2 even at high concentrations of arachidonic acid [8, 9], and has central and peripheral antinociceptive activity [10]. This suggests that therapeutic effect is probably better correlated with drug exposure (AUC) rather than a target tissue concentration. If it is assumed that COX-2 expression does not differ between children and adults (no references were found to support or refute this assumption), then a paediatric dose that produces a similar AUC to 50 mg in adults should give a similar therapeutic effect. This study therefore used a surrogate for an effective dose: the AUC produced when a similar therapeutic effect is probably better correlated with drug exposure (AUC) rather than a target tissue concentration.

The aim of this study was to develop a pooled population pharmacokinetic model for a new diclofenac oral suspension in paediatric patients and adult volunteers, and recommend an appropriate paediatric dose based on achieving an AUC equivalent to that attained with 50 mg in adults.

Methods

Subjects

This study included two groups of subjects who received a single oral dose of a new diclofenac 50 mg 5 ml\(^{-1}\) suspension (Rosemont Pharmaceuticals Ltd, UK). The first group were paediatric day surgery patients aged between 1 and 12 years, and the second were 30 healthy adult volunteers.

Paediatric patients

Written informed consent was obtained from parents of patients aged 1 to 12 years scheduled to undergo minor day-case surgery at Great Ormond Street Hospital for Children. The study was approved by Great Ormond Street Hospital research ethics committee. The exclusion criteria were: allergy to diclofenac or other NSAID; history of hepatic disease, renal dysfunction, known coagulation defects, gastrointestinal bleeding; having received one or more doses of diclofenac within the previous 24 h.

Three blood samples following a single pre-operative dose of diclofenac were drawn from each patient. All patients had undergone an overnight fast and, once recruited, a bottle of diclofenac sodium 10 mg ml\(^{-1}\) (Rosemont Pharmaceuticals Ltd, UK) was dispensed from the hospital pharmacy and a digital watch (Constant CT011 quartz sport LCD watch) allocated. The watch was used to record dose and blood sampling times to the nearest minute, and presented to the child as a gift at the end of the study. A single oral dose of diclofenac 1 mg kg\(^{-1}\) (rounded to the nearest 5 mg) was administered by oral syringe (Baxa Ltd, UK) in the 2 h prior to surgery.

The first blood sample was obtained in the anaesthetic room on insertion of the venous cannula, the second at the end of the procedure, and the third on removal of the cannula before discharge. No further restrictions were placed on when samples were to be taken, with the aim of ensuring a spread of sampling times within the population. The digital watch that each patient was allocated with was used to measure dosing and sampling times to the nearest minute. Approximately 0.5 ml of deadspace blood was withdrawn prior to blood sampling unless a sample was drawn from a newly inserted cannula. For the diclofenac assay 0.5–1 ml of whole clotted blood was collected and centrifuged, serum extracted and frozen at –20°C. Where a blood sample could not be obtained, for example if the patient pulled out their venous cannula or no blood could be withdrawn, no provision was made to re-insert the cannula. All patients, regardless of the number of samples obtained, were included in the population pharmacokinetic analysis. Any child re-admitted for surgery during the recruitment phase was eligible for entering the study on a second occasion.

In addition to diclofenac, at the discretion of the anaesthetist, some patients were also given oral midazolam 0.5 mg kg\(^{-1}\) (Special Products Ltd., UK) and/or oral paracetamol 20 mg kg\(^{-1}\) (Pfizer Consumer Healthcare Ltd, UK) as pre-operative medication. Anaesthesia was induced with either inhalational sevofluorane (Baxter Ltd, UK) or intravenous propofol 2–4 mg kg\(^{-1}\) (Fresenius Kabi Ltd, UK) depending on the child’s age and parental/patient preference. In the case of inhalational induction, once the patient was unconscious an intravenous cannula was inserted into a peripheral vein and the first blood sample was drawn. Where patients had intravenous anaesthesia, a blood sample was drawn before the propofol was administered if the patient was calm following cannulation, otherwise patients were anaesthetised and then a blood sample drawn.
Diclofenac assays were performed by the analytical unit at St George’s Hospital, London using sequential high performance liquid chromatography followed by mass spectrometer detection (HPLC/MS). Solid phase extraction was used to clean the samples prior to HPLC using an Altima C18 column with methanol and ammonium acetate (5 mmol l$^{-1}$) 50 : 50 (Rathburn Chemicals Ltd, UK) as the mobile phase. Ketoprofen (Sigma-Aldrich Ltd, UK) was used as internal standard and detection was performed by an AP1400 mass spectrometer with nitrogen as the collision gas. Diclofenac sodium (Sigma-Aldrich Ltd, UK) was used for calibration. Output was analyzed using Analyst (version 1.3.2) software that performed integration of diclofenac detection peaks. The lower limit of detection for diclofenac was 10.1 ng ml$^{-1}$. The intra-assay precision, defined by the percentage coefficient of variation, ranged from 0.8 to 11.8%, the mean percentage accuracy ranged from 94.2 to 112.6%.

Adverse events were monitored for and recorded throughout the hospital admission. In addition, parents were telephoned approximately 1 week following discharge to check for any delayed adverse events. It was planned to gauge the cause of any serious adverse events using the WHO causality assessment criteria [12].

**Adult volunteers**

Pharmacokinetic data on diclofenac sodium suspension was obtained from healthy adult volunteers during a bioequivalence study (unpublished) undertaken by the Shandon Clinic Ltd, Cork, Ireland. After fasting overnight the volunteers received a single 50 mg dose of diclofenac suspension (Rosemont Pharmaceuticals Ltd, UK) and 6 ml blood samples for diclofenac assay were drawn at 0.25, 0.5, 0.75, 1.0, 1.33, 1.67, 2.0, 2.5, 3.0, 3.5, 4.0, 6.0, 9.0 and 12.0 h post-dose. Where actual sampling times deviated from this schedule by more than 1 min, actual time was recorded. As with the paediatric samples, HPLC/MS was used although naproxen (Sigma Ltd, UK) was the internal standard and plasma rather than serum was assayed. The assay lower limit of quantification was 10 ng ml$^{-1}$. The intra-assay precision, defined by the percentage coefficient of variation, ranged from 5.5 to 12.1%, the mean percentage accuracy ranged from 94.7 to 104.1%.

**Pharmacokinetic model building**

Pooled data from the adult volunteers and paediatric patients were analyzed with NONMEM (version 6) [13]. A Dell D600 Notebook with Intel Pentium processor (2.00 GHz) running NONMEM compiled with a Compaq Visual Fortran (version 6.1) compiler was used, and data analyzed with the first-order conditional estimation plus interaction (between inter/intra-individual and residual variability) method. All mass units were expressed as nanomoles (assuming a molecular weight of 318.13 g for diclofenac sodium and 296.15 g for diclofenac) and all volume quantities in litres.

Raw plots of serum (paediatric) or plasma (adult) diclofenac concentration vs. time were generated in Excel (Microsoft Office 2003) and inspected for possible structural models. Structural models investigated were standard one disposition compartment, two disposition compartments, one disposition compartment with dual absorption compartments and two disposition compartments with dual absorption compartments. Absorption between depot and central compartments was investigated by zero, first, mixed zero-first order rates, and by the transit compartment model [14]. The transit absorption model replaces the lag time estimated in traditional pharmacokinetic models and consists of a number of transit compartments leading to the depot compartment. In the case of the dual absorption compartment models, a full dose was administered to both compartments. Bioavailability from each compartment was estimated in NONMEM as a fixed effect, with limits forcing the combined bioavailability to equal 100%, thereby only allowing one whole dose into the central disposition compartment.

Allometric weight scaling was added to all clearance and volume fixed effects $a priori$ and standardized to a body weight of 70 kg [15, 16] according to the following relationships:

\[
\text{Clearance} = \theta_C(W/70)^{0.75} \\
\text{Volume} = \theta_V(W/70)
\]

Where:

\[\theta_C = \text{Population estimate of clearance term (l h}^{-1})\].
\[\theta_V = \text{Population estimate of distribution volume term (l)}\].
\[W = \text{Body weight (kg)}\].

As there were differences in assay method for the adult and paediatric data, estimation of residual variability was undertaken separately for the two groups, with proportional, additive and mixed proportional-additive error models tested.

Interindividual variability was added in a stepwise fashion, firstly to clearance and volume parameters, and then to absorption parameters. When the final structural model was stabilized (successful run in NONMEM with realistic parameter estimates and reasonable goodness-of-fit plots) between occasion variability [17] was added to clearance and volume terms. Graphical analysis of final parameter estimates for clearance and volume vs the covariates age, height, sex and ethnicity were examined for trends not explained by the allometric size models.

**Pharmacokinetic model evaluation**

NONMEM table files were used to generate diagnostic plots in Excel and Xpose (version 4.0 run in R version 2.4.0) for general structural model and residual error model evaluation during the model building process. Due to the risk of random effect shrinkage caused by including sparse...
data [18], the main form of model evaluation was performed with the following simulation-based techniques: visual predictive check, mirror plots with Xpose and comparison of calculated AUC from the raw data and model-derived simulations (posterior predictive check).

Simulations
Once the final model and population parameter values had been derived, simulated doses of 0.5, 1, 1.5 and 2 mg kg\(^{-1}\) were investigated with NONMEM. A new dataset containing 100 patients with the same demographics as the subjects originally studied was created. Using the final model, 100 simulations were run where subjects received doses of 0.5, 1, 1.5 and 2 mg kg\(^{-1}\). The resulting simulated concentration–time data for each dose concentration were used to calculate median AUC(0,12 h) values for the age ranges 1 to 3 years, 4 to 6 years and 7 to 12 years, along with the AUC(0,12 h) for 50 mg in adults. Paediatric AUC(0,12 h) values at each dose concentration were divided by this adult 50 mg AUC(0,12 h) giving a ratio. Values closest to 1 gave the most similar exposure, and so were recommended doses.

Results
Over a 10 month period 74 paediatric patients were recruited and 70 provided blood samples (see Figure 1). Seven patients were re-admitted for further surgery during the recruitment period so were re-entered on a second occasion. Demographic details for paediatric patients and 30 adult volunteers given diclofenac suspension are given in Table 1.

A total of 558 (206 paediatric, 352 adult) diclofenac concentrations from 100 subjects (70 paediatric and 30 adult) were used in the pooled pharmacokinetic analysis. Sampling times for the paediatric patients ranged from 0.2 to 6.47 h post dosing, with at least two samples per dose being drawn from all but one patient, where only one sample was obtained. Reasons for not obtaining the full three samples were: patients or parents refused to allow the third sample (when the child would be awake); no blood could be withdrawn from the cannula; patient pulled out the cannula in the recovery area. No paediatric sample was below the limit of quantification (BLQ), and the values of BLQ samples in the adult data set (mainly post 6 h) were not reported by the laboratories, and so were discarded. No paediatric patient suffered a serious adverse event.

Inspection of the raw data revealed most variability occurred in the absorption phase. The elimination phase generally showed mono-exponential decrease with time. In the individual concentration vs time plots it was noted that 11 out of 30 adult profiles showed double or multiple peaks. At least four of the paediatric patients appeared to have similar atypical absorption profiles, although sparse sampling meant identifying double peaks was not possible.

Best fit was obtained using dual absorption compartments with a single disposition compartment, and transit absorption. Residual error was estimated separately for adult and paediatric data and a proportional error model was chosen for both groups. A schematic diagram of the final structural model and list of fixed effects estimated in NONMEM are given in Figure 2.

A plot of weighted residual error vs time is given in Figure 3. This lacked trend, indicating the structural model adequately described the data at all time points. Population and individual predicted concentrations vs observed concentrations are given in Figure 4. The visual predictive check given in Figure 5 shows that the final model was able to simulate data with a similar distribution to the observed

Table 1
Demographic details of paediatric patients and adult volunteers included in the pooled population pharmacokinetic analysis

<table>
<thead>
<tr>
<th>Frequency given as mean (range) or number (percentage) as appropriate</th>
<th>Children n = 70</th>
<th>Adults n = 30</th>
<th>Pooled n = 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>3 (1–12)</td>
<td>21 (18–28)</td>
<td>9 (1–28)</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>17 (9–37)</td>
<td>72 (48–94)</td>
<td>34 (9–94)</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>101 (69–146)</td>
<td>170 (158–187)</td>
<td>122 (69–187)</td>
</tr>
<tr>
<td>Male</td>
<td>41 (59%)</td>
<td>14 (47%)</td>
<td>55 (55%)</td>
</tr>
<tr>
<td>Female</td>
<td>29 (41%)</td>
<td>16 (53%)</td>
<td>45 (45%)</td>
</tr>
<tr>
<td>Surgery type:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dermatology</td>
<td>54 (77%)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>General*</td>
<td>12 (17%)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Plastic*</td>
<td>4 (6%)</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

*Surgery type: Dermatology: 54 (77%); General: 12 (17%); Plastic: 4 (6%).
data. Mirror plots from Xpose (not shown) showed raw simulated data to be similar to the original data set, and standard diagnostic plots were also similar. The final predictive check was to investigate how well the model predicted AUC(0,12 h). Calculation of the raw AUC(0,12 h) of the adult data using WinNonlin [19] gave a mean (SD) value of: 3368 (879) nmol l\(^{-1}\) h. AUC(0,12 h) calculated in WinNonlin from the mean serum concentrations of 3000 simulated adults was 2806 nmol l\(^{-1}\) h, which is within 1 SD of the raw value.

Standardized clearance (CL\(_{STD/F}\)) and volume (V\(_{STD/F}\)), which were centred on 70 kg according to the allometric size model were plotted against age, weight, height and sex, with no obvious relationships seen. Geometric mean

The following fixed effects were estimated in NONMEM:

\[
\begin{align*}
\text{MTT}_1 & = \text{Mean transit time into first depot compartment (h)}, \\
\text{N}_1 & = \text{Number of transit compartments prior to first depot compartment}, \\
\text{F}_1 & = \text{Fraction absorbed from first depot compartment}, \\
\text{t}\_1/2\text{A}_1 & = \text{Absorption half-life from first depot compartment (h)} = \ln2/\text{Ka}_1, \\
\text{MTT}_2 & = \text{Mean transit time into second depot compartment (h)}, \\
\text{N}_2 & = \text{Number of transit compartments prior to second depot compartment}, \\
\text{F}_2 & = \text{Fraction absorbed from second depot compartment (fixed to = 1 – F1)}, \\
\text{t}\_1/2\text{A}_2 & = \text{Absorption half-life from second depot compartment (h)} = \ln2/\text{Ka}_2, \\
\text{V}_D & = \text{Volume of distribution (l)}, \\
\text{CL} & = \text{Clearance ((h\(^{-1}\)) = V}_D \times \text{Ke}.
\end{align*}
\]

Figure 2
Schematic diagram of final model and overview of fixed-effects estimated in NONMEM

Figure 3
Scatter plot of weighted residual error vs time for final model

Figure 4
Scatter plots of observed diclofenac concentrations vs A) population and B) individual model predictions. Line of unity added for reference
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Table 3
Simulated AUC values for dosing between 0.5 mg kg\(^{-1}\) and 2 mg kg\(^{-1}\)

<table>
<thead>
<tr>
<th>Patient age group</th>
<th>Dose</th>
<th>AUC(_{(0,12\ h)}) : F (nmol h l(^{-1}))</th>
<th>Ratio (Paediatric AUC(<em>{(0,12\ h)}) : Adult 50 mg AUC(</em>{(0,12\ h)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult</td>
<td>50 mg</td>
<td>2793.06</td>
<td>–</td>
</tr>
<tr>
<td>Child 1–3 years</td>
<td>0.5 mg kg(^{-1})</td>
<td>1391.58</td>
<td>0.50</td>
</tr>
<tr>
<td>Child 1–3 years</td>
<td>1 mg kg(^{-1})</td>
<td>2788.05</td>
<td>1.00</td>
</tr>
<tr>
<td>Child 1–3 years</td>
<td>1.5 mg kg(^{-1})</td>
<td>4174.76</td>
<td>1.50</td>
</tr>
<tr>
<td>Child 1–3 years</td>
<td>2 mg kg(^{-1})</td>
<td>5566.32</td>
<td>1.99</td>
</tr>
<tr>
<td>Child 4–6 years</td>
<td>0.5 mg kg(^{-1})</td>
<td>1545.82</td>
<td>0.55</td>
</tr>
<tr>
<td>Child 4–6 years</td>
<td>1 mg kg(^{-1})</td>
<td>3022.02</td>
<td>1.08</td>
</tr>
<tr>
<td>Child 4–6 years</td>
<td>1.5 mg kg(^{-1})</td>
<td>4373.45</td>
<td>1.66</td>
</tr>
<tr>
<td>Child 4–6 years</td>
<td>2 mg kg(^{-1})</td>
<td>6183.30</td>
<td>2.21</td>
</tr>
<tr>
<td>Child 7–12 years</td>
<td>0.5 mg kg(^{-1})</td>
<td>1633.65</td>
<td>0.59</td>
</tr>
<tr>
<td>Child 7–12 years</td>
<td>1 mg kg(^{-1})</td>
<td>3301.75</td>
<td>1.18</td>
</tr>
<tr>
<td>Child 7–12 years</td>
<td>1.5 mg kg(^{-1})</td>
<td>4900.95</td>
<td>1.76</td>
</tr>
<tr>
<td>Child 7–12 years</td>
<td>2 mg kg(^{-1})</td>
<td>6534.59</td>
<td>2.34</td>
</tr>
</tbody>
</table>

Visual predictive check of final model: raw data superimposed on median, 5th and 95th percentiles of data simulated from model. Median (—); 95th percentile (——); 5th percentile (—); Raw data (○)

Figure 5

Table 2
NONMEM parameter estimates from final model

<table>
<thead>
<tr>
<th>Fixed effects (0)</th>
<th>Random effects (n)</th>
<th>Inter-individual variability (%) (RSE)</th>
<th>Between occasion variability (%) (RSE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTT1 (h)</td>
<td>0.68 (11.8%)</td>
<td>82 (49%)</td>
<td>–</td>
</tr>
<tr>
<td>N1</td>
<td>1.03 (28.6%)</td>
<td>102 (35.6%)</td>
<td>–</td>
</tr>
<tr>
<td>F1</td>
<td>0.70 (7.6%)</td>
<td>24 (19.9%)</td>
<td>–</td>
</tr>
<tr>
<td>(t_{1/2A1}) (h)</td>
<td>0.09 (50.1%)</td>
<td>31 (58.8%)</td>
<td>–</td>
</tr>
<tr>
<td>MTT2 (h)</td>
<td>1.37 (6.97%)</td>
<td>117 (59.4%)</td>
<td>–</td>
</tr>
<tr>
<td>N2</td>
<td>41.60 (73.6%)</td>
<td>147 (83.9%)</td>
<td>–</td>
</tr>
<tr>
<td>(t_{1/2A2}) (h)</td>
<td>1.06 (12.2%)</td>
<td>49 (21.3%)</td>
<td>–</td>
</tr>
<tr>
<td>(V_{0}/F) (l 70 kg(^{-1}))</td>
<td>4.84 (86.2%)</td>
<td>54 (254%)</td>
<td>93 (280%)</td>
</tr>
<tr>
<td>CL/F (l h(^{-1}) 70 kg(^{-1}))</td>
<td>53.98 (4.8%)</td>
<td>26 (18.2%)</td>
<td>20 (89.6%)</td>
</tr>
</tbody>
</table>

Residual variability (\(\sigma\)) (%)

| Adult data (5.9%) | Paediatric data (19.9%) |

RSE, Relative standard error from the S-matrix of the NONMEM covariance step.

standardized CL/F of 50.6, 48.1 and 48.9 l h\(^{-1}\) 70 kg\(^{-1}\) were estimated for patients aged 1–3, 4–12 years and adults respectively. The final parameter estimates are given in Table 2. The results of simulated population AUC\(_{(0,12\ h)}\) values at different dosing concentrations compared with the adult 50 mg value are given in Table 3.

Discussion

This study has shown that single doses of diclofenac 1 mg kg\(^{-1}\) in children aged 1 to 12 years produced similar exposure to 50 mg in adults, suggesting that the recommended single dose for children should be 1 mg kg\(^{-1}\) (maximum 50 mg). The final population parameter estimate for CL was similar to a previous of diclofenac suppositories in children [20]; that study estimated a CL\(_{STD}/F\) of 44.82 l h\(^{-1}\) 70 kg\(^{-1}\) compared with 53.98 l h\(^{-1}\) 70 kg\(^{-1}\) estimated for the present study, with the possibility of slightly lower oral bioavailability accounting for the difference.

A meta-analysis of 10 studies on postoperative pain in adults has provided strong evidence that diclofenac 50 mg is as effective as 100 mg [5], despite linear pharmacokinetics in this range [6], making 50 mg the optimum dose. Little or no information on developmental differences in arachidonic acid release, prostaglandin formation and COX-2 expression is available, so based on current knowledge of NSAID pharmacology and adult pharmacodynamics, we assumed that attaining a similar adult diclofenac exposure to 50 mg in children should give similar efficacy. To assess adequately and predict exposure (AUC) it was important to develop a model which described CL well. Our final model estimated CL with a relative standard error of 4.8%, indicating that it was able to describe exposure well.

The compartmental modelling of immediate-release diclofenac required a relatively complex absorption model due to the presence of double peaks in the concentration–time curve, which were not unexpected [21]. A previous attempt to fit a simple first-order absorption to model the pharmacokinetics of a diclofenac formulation containing double peaks failed to produce an adequate description of the data [22], and the dual absorption model has been implemented in modelling diclofenac data containing double peaks in the past [23]. Diclofenac has a pKa of around 4.2 [24], meaning its aqueous solubility is low in acidic environments. Although diclofenac may undergo a small degree of enterohepatic recirculation [25], pharmacokinetic studies on intravenous [26] and enteric-coated tablet [22] formulations show a single peak. The cause of the double peaks is therefore probably due to variability in...
pH-dependent dissolution in the upper gastrointestinal tract.

Figures 4 and 5 show that two subjects (both children) had much higher diclofenac concentrations than the others. One explanation for this could be that the paediatric patients received a slightly higher dose than the adults: 1 mg kg\(^{-1}\) vs approximately 0.7 mg kg\(^{-1}\) (= 50 mg/mean adult weight). This 30% difference in dose, however, would not account for such large differences in concentration; from dose escalation studies in adults \(C_{\text{max}}\) would be expected to increase by 30% with a 30% dose elevation [6]. It may be the case that paediatric patients have a higher gastrointestinal pH than adults, causing more rapid dissolution, increasing absorption rate and causing higher peak concentrations. Another possible explanation for the seemingly more erratic absorption in the paediatric patients is that they underwent a surgical procedure, whereas the adult volunteers did not, although as the dose was given before surgery no major systemic influence on the absorption profile would be expected. Whatever the cause of these occasional higher peak concentrations, those seen here are approximately half that attained with intravenous diclofenac 0.5 mg kg\(^{-1}\) in children [26], and so are unlikely to pose any increased risk of toxicity.

The presence of sparse data in this study led to the risk of shrinkage of the random effects. Shrinkage is a term used to describe the phenomenon of the distribution of random effects shrinking towards the observed value, and occurs where there are few samples per individual; such individuals provide relatively little information to the population estimate meaning that the individual predictions (model predictions based on both the population parameter and the estimate of variability) tend to be similar to the observed value [18]. This means that the plots of individual Bayesian prediction vs observation can look falsely good, and should not necessarily be relied upon to determine the usefulness of the model for predicting future data.

Further model evaluation prior to dose predictions therefore mainly centred on simulation-based diagnostics. These techniques compare data simulated from the final model with the original data; how similar they are is a good measure of model performance, and as they do not rely on the empirical Bayesian estimates from the NONMEM posthoc step, are not prone to bias induced by shrinkage. The simulation-based evaluations showed that the model was reasonably good at predicting the original data. Figure 5 shows the visual predictive check of the final model, with most raw data points falling within the boundaries of the simulated data. Mirror plots from Xpose showed the model was able to simulate similar data with a similar distribution to the raw data, and that standard diagnostic plots for the simulated data were also similar to those derived from the original data (data not shown).

The most important evaluation was the finding that model simulated AUC(0,12 h) values were within 1 SD of the actual mean value calculated by non-compartmental analysis. As this study used AUC(0,12 h) as a surrogate marker of efficacy, this check gave confidence that the model performed well enough to predict AUC(0,12 h) values at different doses.

Plots of standardized CL and \(V_D\) did not vary with age and suggest that allometric weight scaling adequately explains the changes in CL and \(V_D\) during development. The allometric size model of CL varying with \(W^{3/4}\) was originally based on the observation that basal metabolic rate scales with \(W^{3/4}\) across species [27], but another potential justification is that liver size also appears to change with \(W^{3/4}\) [28]. Diclofenac is extensively metabolized in the liver, and this study found that diclofenac CL could adequately be described by scaling estimates to \(W^{3/4}\) over a 10-fold weight range.

Once the final model had been evaluated and shown to predict both the original data and AUC(0,12 h), it was possible to simulate new data where patients were given different doses, to investigate the most suitable paediatric dose. Table 3 shows that 1 mg kg\(^{-1}\) gave a similar AUC(0,12 h) to 50 mg in adults. Although linear (mg kg\(^{-1}\)) dose schedules are convenient for clinical practice, an increased AUC(0,12 h) is seen in older (heavier) children (see Table 3) as diclofenac CL was described using the allometric \(W^{3/4}\) model. The 18% difference in exposure between infants and children aged 7 to 12 years is unlikely to be of clinical significance for diclofenac, but such differences could be important for optimizing therapy for narrow therapeutic-index treatments. The mg kg\(^{-1}\) system may not be ideal in that CL change in a linear fashion with weight, but it does provide a simple, easy-to-remember formula by which paediatric health professionals can calculate the dose. Furthermore, the suspension formulation gives the flexibility to administer doses based on this system to children of different ages.
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